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Abstract 

This paper builds on an extensive literature review of AI governance norms, reflecting 
on the power structure and injustices reinforced by AI, and decades of personal 
experience in healthcare and education. This paper applies Kanter and Bynum’s (2022) 
flourishing ethics to highlight basic ethical principles for human flourishing in the 
context of AI. As a rapidly accelerating political, economic, cultural, and scientific force, 
AI is likely to exacerbate global inequality and poverty, impeding human flourishing 
due to the significant power imbalance between AI companies and emerging economies 
in less affluent countries. The paper raises critical questions to prevent amplifying these 
injustices and to reactivate core human values often overlooked by statistical 
optimization. It recommends implementing inclusive growth dialogues, developing 
"safe-AI" rather than "AI-safe" cultures, and steering AI-innovation toward labor-using 
rather than labor-saving for greater justice. Advanced economies should prioritize AI 
innovation and integration, providing a robust regulatory framework and capital tax to 
ensure these few AI companies compensate those whose lives are disrupted. Emerging 
markets and low-income countries should invest in digital infrastructure and a digitally 
competent workforce, adapting AI labor-using, rather than labor-saving purposes. The 
co-development process between society and technology should involve wider 
stakeholder participation to enhance human flourishing in an AI-driven world.  

Keywords: flourishing ethics, labor-using AI, safe-AI, inclusive dialogues, global 
inequality 

Introduction 

Artificial Intelligence (AI) encompasses technologies that enable machines to sense, 
interpret, act, and learn to imitate human cognitive abilities (Manning, 2020). With the 
advent of Generative AI (GenAI), which uses sophisticated large language models to 
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rapidly generate new text and images from existing data, the technology has been 
widely adopted in our daily lives, bringing promises and risks (Cazzaniga et al., 2024; 
Gratton, 2024; IBM, 2023; Maslej et al., 2024). AI is supposed to serve our central ethical 
value: human flourishing (Kantar & Bynum, 2022). However, powerful nations, 
corporations, businesses, organizations, and individuals are seeking AI devices to help 
them achieve their narrow goals and disseminate their own interests and fostering a 
narrow sense of human flourishing in the process (VanderWeele, 2017). Without good 
AI governance and regulation, AI will exacerbate income and wealth inequality, 
education and health disparities, and increase social and political turmoil (Arnold, 2024; 
Cazzaniga et al. 2023; European Union, 2024; UNESCO, 2023; WHO, 2023). As AI 
evolves faster than the regulations, there is a pressing need for thoughtful and ongoing 
dialogues on how to guide its development, mitigate risks, and promote justice for 
human flourishing. Jack Clark and Ray Perrault, the co-directors of the Stanford 
Institute for Human-centered Artificial Intelligence, echo these opinions in their recent 
Artificial Intelligence Index Report (Maslej et al., 2023): 

AI will continue to improve and, as such, become a greater part of all our lives. 
Given the increased presence of this technology and its potential for massive 
disruption, we should all begin thinking more critically about how exactly we 
want AI to be developed and deployed. We should also ask questions about who 
is deploying it—as our analysis shows, AI is increasingly defined by the actions 
of a small set of private sector actors, rather than a broader range of societal 
actors.  

This article is structured into four sections. The first section describes Kanter & Bynum’s 
(2022) flourishing ethics and how AI can facilitate human flourishing. The second 
section describes how AI impedes human flourishing. The third section raises critical 
questions to prevent amplifying these injustices and to reactivate core human values 
often overlooked by statistical optimization. The fourth section recommends practices 
for the development and deployment of AI to enable human flourishing. The fifth 
section is the conclusion and points for future research areas.  

Kanter and Bynum’s Flourishing Ethics and AI facilitates Human 
Flourishing 

Organizations and individuals are increasingly seeking AI devices to assist them as they 
try to quickly achieve their goals more efficiently at a lower cost, but this comes with 
growing risks as AI systems become more reliant on making decisions for us. Kantar & 
Bynum (2022) propose using the Flourishing Ethics approach to determine which 
ethical principles and values should be instilled in AI decision-making agents. They 
describe Flourishing Ethics as a set of related ethical theories that prioritize human 
flourishing as the central ethical value and with support by other ethical values (Kantar 
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& Bynum, 2022). They argue that humans share a common nature and require the 
following ethical values and principles for human flourishing: autonomy; supportive 
community; community with security, knowledge, opportunities and resources; justice; 
self-respect, and mutual respect. Kantar & Bynum (2022) wrote: 

Autonomy—the ability to make significant choices and carry them out—is a 
necessary condition for human flourishing. To flourish, people need to be part of 
a supportive community. The community should provide—as effectively as it 
can—security, knowledge, opportunities, and resources. To maximize 
flourishing within a community, justice must prevail. Respect—including mutual 
respect between persons—plays a significant role in creating and maintaining 
human flourishing….Self-respect also is important for human flourishing in 
order to preserve human dignity and minimize the harmful effects of shame, 
self-disappointment, and feelings of worthlessness (p. 603).  

AI can automate and augment human capabilities to scale up effective and low-cost 
solutions quickly. This can facilitate human flourishing. For example, Singapore Eye 
Lesions Analyzer (SELENA) successfully implemented devices to automate the 
detection of referable diabetic retinopathy (DR) in Singaporean public hospitals with 
support from politicians, physicians, and patients. Politicians benefit from reduced 
healthcare costs and enhanced international reputations, physicians see reduced 
screening workloads, and patients receive results within one hour instead of weeks 
(Miller et al., 2024). SELENA’s success in Singapore led to its adoption in African 
countries for DR grading. The DR devices support patients’ autonomy by providing 
information in a way that helps patients make informed decisions and take early 
intervention about their health. Patients are supported by community with respect, 
security, and an abundance of resources. The DR also enables patients in African 
countries to be informed to take early intervention.    

Another example is Med-PaLM 2 (2024), a large language model designed for the 
medical domain that can pass the medical exam, be a generalist, provide second 
opinions to patients, and deal with multiple imaging and disease.ChaptGPT4 generates 
original materials that are similar to the trained data, demonstrates symbolic reasoning, 
and shows a capacity for logic. Speech recognition devices can also help scientists to 
group similar chemicals together. Large data set from cities, such as the flow of 
automotive traffic and the footprint of passengers can be used to improve urban 
planning and city management (Williams, 2023).  

Thus, AI may enable many people to access higher-quality education, health care, 
professional research, creative arts, and employment opportunities…etc (Askin et al., 
2023; Bajwa et., 2021; Cukurova et al., 2023; Cukurova, 2024). New positions related to 
AI development skills, data science, computational modeling, ethics and more are being 



AI Facilitates or Impedes Human Flourishing                                                                       Page | 4 

2024 Regent Research Roundtables Proceedings pp. 1-20 
© 2024 Regent University School of Business & Leadership 
ISSN 2993-589X 

generated to simulate and optimize current industry systems for greater competitive 
advantages. Research shows that high-skilled professionals who are exposed to AI will 
be shielded from being replaced because social norms and values prefer the existence of 
skilled professionals who are kept in the loop of the AI-augmented decision-making 
process (Cazzaniga et al., 2024). For example, the productivity and income of judges 
and doctors are expected to increase when they demonstrate the ability to integrate AI 
into their workflows for the benefit of their clients.  

AI Impedes Human Flourishing 

AI also has great potential for massive disruptions such as increased unemployment, 
out-of-control automation processes, and more. AI systems will exceed human 
capabilities as noted by Turing (1951): “Once the machine thinking method had started, 
it would not take long to outstrip our feeble powers.”  AI will affect our work, 
relationships, democratic systems, and national security. AI will exacerbate inequality 
and poverty around the globe (Aghion et al., 2021; Cazzaniga et al., 2024; Korinek et al., 
2021).  The gain of capital is much higher than the gain of labor wages given by AI as an 
intensive capital investment (Acemoglu, 2023; Acemoglu & Johnson, 2023, 2024; 
Acemoglu & Restrepo, 2022). Most of the benefits of growth will favor those at the top, 
resulting in wider income inequality in most countries. Many AI labor-saving devices 
serving the world, developed from a few AI “superstar companies,” will result in lower 
actual GDP of emerging and low-income countries (Korinek et al., 2021). AI is predicted 
to have an unequal negative disruptive effect on people in different geographical and 
industry areas (Cazzaniga et al., 2024; Crawford, 2021; Goldman Sachs, 2024a, 2024b; 
McKinsey & Co., 2023). Powerful companies can easily shift their liabilities to humans 
involved in AI-augmented decision-making process (Tschider, 2024). Core human 
values such as mercy, dignity, and genuine human connections can easily be denied by 
AI based on probability statistics and the programming effort to optimize for particular 
groups’ human preferences (Russell, 2022; Tasioulas, 2022).  

AI can augment high-skilled professionals to have higher productivity but can also 
displace many people through automation. AI will likely worsen overall inequality and 
impede human flourishing for those most in need. IMF research finds that AI will 
endanger 33% of jobs in advanced economics, 24% in emerging economics, and 18 % in 
low-income countries (Alonso et al., 2020). AI will make a profound impact on the labor 
market quicker in advanced economics than in emerging economics and low-income 
countries because these developed countries’ employment structures focus more on 
cognitive tasks (Cazzaniga et al., 2024).  Some cities in developed countries that do not 
attract the investment of AI may face tremendous economic and political turmoil while 
more than 30% of their workers would face the risk of substitution by autonomous 
devices in a short period of time (Goldman Sachs, 2024a, 2024b; McKinsey & Co., 2023). 
The benefits of AI cannot be shared equitably given the current development and 
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deployment of AI in developed countries (Crawford, 2021). Although the developing 
and emerging economies seem to have less exposure to the negative impact of AI, their 
low-skilled labor can be easily substituted by labor-saving AI devices.  

There is a significant power imbalanced between the select few AI companies that 
control the world market and emerging economies and low-income countries. A few AI 
companies located in a few powerful countries but serve the entire world economy. 
These “superstar” companies disproportionately located in high-income countries, do 
not bear the cost of employee displacement and welfare outside their own borders. 
They refine their AI models using data collected from emerging economies and low-
income countries without compensation and provide advertisements or information to 
these regions at almost zero marginal cost. These few companies monopolize the 
international market and create high entry barriers for other firms, especially those in 
emerging economies and low-income groups. AI devices from these powerful 
companies will be easily and cheaply rolled out to developing countries and replace 
many unskilled workers in developing countries. These AI labor-saving devices will 
reduce investment in developing countries and their actual GDP (Alonso et al., 2020). 
Inequalities and poverty created by AI within developing countries will be greater than 
those in developed countries because developing countries often lack the institutional 
capacities to counteract harmful AI side effects or fully harness the benefits of AI 
(Cazzaniga et al., 2024). These few “superstar companies” enjoy winner-takes-all 
benefits, undermine the bargaining power of traditional labor, and do not pay any price 
for increasing social and political turmoil in countries with many unskilled workers and 
low AI readiness (Korinek et al., 2021).  

When a small group of private technology companies control the AI foundation models, 
it can reinforce existing power structures and worsen labor conditions (Crawford, 2021; 
Lewchuk, 2017). Foundation models are trained on broad datasets that contain not only 
statistical/computational biases but also human and system biases. They may 
perpetuate human and system biases (Bommasani et al., 2023; Maslej et al., 2023; 
Sendak et al., 2020). Often, the data for training focuses on statistical/computational 
biases while ignoring historical human and systemic biases. For example, foundation 
models are frequently trained on data obtained from white people in developed 
countries, so that data is naturally embedded in their values. The complex layers of 
these algorithms are not explainable and transparent to users (Jin et al., 2024). For 
example, the defects of the foundation model are inherited by application models in the 
healthcare system, leaving users unable to understand how the AI system functions or 
fails. The foundation model can exacerbate social inequalities and fail to adapt to the 
multimodality of scanning equipment, new experimental technologies, or settings. 
Suppliers rarely report data quality assessments when presenting their model 
performance (Sendak et al., 2020). The Center for Research on Foundation Models must 
continuously urge developers to disclose data quality such that they can report 
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transparency index scores (Bommasani et al., 2024). There is no standardized data 
quality framework for similar AI-medical products (Rajesh et al., 2023; Sendak et al., 
2020).  

Many AI products in advanced economics need strategic alignment between 
organizational-administrative processes, AI technologies, and slack resources to do 
experimentation (Alami et al., 2024, Bommasani et al., 2023; Greenhalgh et al., 2017;  
Maslej et al., 2023, 2024). For example, hospital acquisition processes focus solely on the 
lowest price in the tender process, in the long run, they may end up paying more to 
update their software or risk using outdated software. It is also an inevitability for new 
technologies to lack compatibility with existing AI devices. Many AI products are not 
comparable and are operated across different hospitals or health care systems (Sendak 
et al., 2020). Generally, many AI devices present and utilized in healthcare originate 
from countries with extensive expertise and resources. When AI devices are presented 
as augmenting rather than replacing doctors, they gain more trust. In emerging 
economies and low-income countries with scarce resources and a shortage of doctors to 
support these devices, people may develop automation biases and trust these devices 
without much scrutiny, assuming comparable success in developed countries 
guarantees similar results in their own contexts. Later these countries have to pay 
higher prices for these AI medical devices (Rajesh et al., 2023).  

AI may increase the productivity of low-skilled professionals as they can, in certain 
fields, quickly perform up to high-skilled professionals (Dell’Acqua et al., 2023). 
However, they may not enjoy higher income as the price of the products and services 
provided will lower given the increasing return of capital with reduced or the same 
labor. The illusion of mastery among low-skilled professionals may prevail. They may 
rely on AI and not adequately understand relevant functions or have the relevant 
knowledge when the AI tool is taken away or does not perform as expected (Felten et 
al., 2023). They will also lose opportunities to learn how to judge and become mature in 
their learning. Furthermore, AI also demoralizes those who cannot move to other 
industries while their jobs are automated. For example, AI disrupts these artists’ 
livelihoods today. The mimicry model replaces these artists by using their often 
copyrighted art as training data and later creates new art imitating the original artist’s 
creative properties or using the materials to create new properties without claiming any 
debt to the original art (Harris, 2023). 

When the technocrats advocate for the advancement of AI that can imitate essential 
human characteristics like creativity, empathy, and learning, we may not respect those 
skills, characteristics, and virtues that take years to develop for humans. For example, 
empathy is an incarnate ability and needs to be developed through daily practices. If we 
think robots can provide us with emotional support, we will be hesitant to extend our 
efforts to express ourselves to other human beings since we can easily channel these 
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emotions to robots. This might solve a pressing temporal emotional problem but cannot 
develop our deeper connections to other human beings or to ourselves. People may lose 
their autonomy when they overly depend on AI tools for emotional support and 
decision-making (Sutton, 2024). It is unclear how prolonged reliance on AI for mental 
health support could impact clients’ capabilities to connect with nature and others. 
Furthermore, the speed of spreading mass information that needs minimum intellectual 
and creative investment is shaping our habits of consuming information and our values 
of appreciating people’s experience in skilled practices.  

Given the commercial ambitions about investment in AI and the AI national race, the 
public may defer ethically and politically contentious AI issues to technocratic and 
government elites. Furthermore, we humans are divided among nations and these 
nations are often tempted to win the AI national race at the expense of basic human 
rights and values. With the current geopolitical context and space race-like event to 
develop the technology, it may become possible to mistakenly rationalize the value of 
mass killing, deportation, or even genocide for national protection. Some people 
perceive fear when their own countries constrain the capabilities of AI while their 
enemies fully utilize the capabilities of AI. Using AI for national surveillance can be 
justified at the expense of individual privacy or human life. 

Key AI Questions and Core Human Values 

AI generally focuses on the economics of scale, economic prosperity, and maximizing 
some notions of expected utility. The value of optimization of human preference may 
deny core basic human values (Tasioulas, 2022). AI is changing our understanding of 
the good life, the virtues of patience, thinking, knowledge, consciousness, emotions, 
society, good and evil, and the ultimate nature of the universe. AI is evolving rapidly, 
creating many potential promises and harms. AI can be deployed on a large scale and at 
a speedy rate without knowing whether the AI has been misaligned with current social 
norms and human values (Hinton, 2023a, 2023b; Russell, 2019, 2022, 2024). Many 
unknown emergent patterns will be generated from large language models while 
people have to keep fine-tuning preexisting data sets to increase their accuracy and 
fairness (Lapata, 2023; Woldridge, 2023; Zewe, 2022). When AI shares thousands of 
copies of the same model on a particular section of a large data set, human experts 
cannot as effectively and easily share their findings from different disciplines as AI 
models do. It must also be considered that eventually AI could escape human control 
and become an unaccountable machine (Davies, 2024). Wiener (1960) has already 
warned us that human can easily over-rely on automated machines to make decisions 
for themselves without questioning the purpose and potential negative consequences of 
using the automated machine. He said,  
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Though machines are theoretically subject to human criticism, such criticism may 
be ineffective until long after it is relevant. To be effective in warding off 
disastrous consequences, our understanding of our man-made machines should 
in general develop at the same rate with the performance of the machine. By the 
very slowness of our human actions, our effective control of the machines may 
be nullified. By the time we are able to react to the information conveyed by our 
senses and stop the car we are driving, it may already have run head on into a 
wall (p. 1355). 

The overarching ethical principle in the AI system is adopting preference-based 
utilitarianism. AI systems are designed to maximize the fulfillment of human 
preferences that are shaped by human experience and cannot be easily known and 
quantified (Russell, 2022; Tasioulas, 2022). Societal ethics are unfortunately reduced to 
precision and an optimization of human preferences in the AI system. Furthermore, 
these preferences are shaped by powerful economic and government actors. They shape 
the preferences for their own power, not social wealth. Will the utilitarian thinking in 
the AI system confine us and neglect other human values such as justice, fairness, 
charity, hope, autonomy, friendship and play? 

Bommasani et al. (2021) remind us of the unknown emerging properties of the 
foundation model which requires deep interdisciplinary collaboration. Defects of the 
foundation models will be inherited by specific applications and also incentivize 
harmonization. They said,  

Despite the impending widespread deployment of foundation models, we 
currently lack a clear understanding of how they work, when they fail, and what 
they are even capable of due to their emergent properties. 

AI is trained on pre-chosen sets of data for specified tasks. They cannot handle 
situations not captured by the pre-trained data set. Sheikh et al. (2023) said, “AI is 
associated with a distinct techno-economic paradigm characterized by continuous 
change to products and services, a largely hidden vertical structure of hardware and 
software, and the potential for technology to act autonomously” (p. 96). Using statistical 
optimization to find the patterns in the data may result in missing many interesting 
phenomena and alternatives as they are not described by the bell curve in the statistical 
analysis. Data used to train the foundation model often inherit all those historical and 
systemic biases, which can be transferred to the application models and further 
marginalize many minority groups. The Center for Research on Foundation Models 
remains dissatisfied with developers’ data disclosure behavior (Bommasani et al., 2024). 
The explainability of the current foundational model and an assessment of the quality of 
data in the training of the foundation model are both still lacking. These foundation 
models can exacerbate social inequalities. It needs countless investments in training the 
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data and refining the foundation model to correct mistakes such as historical biases and 
hallucinations.  

AI challenges all industries to reflect on the meaning of their existence. For example, 
journalists are encouraged to know how to use AI data to adapt to changing consumers’ 
reading habits and be faithful to the mission to serve the civic information space. They 
will keep public trust and institutional integrity by informing the public of any 
misinformation of the data (Murray, 2024). Educators must reconsider the purpose of 
education and adapt their pedagogies to enhance access and equity, foster human 
connections, enrich learning experiences, and build emotional resilience. Students 
should also be encouraged to apply compassion and creativity to tackle real-world 
challenges.  

We need to be aware of the new paradigm created by AI systems and the societal and 
communal core values that might be denied or ignored by AI. When AI issues are 
treated as primarily technical issues solved by experts, we may ignore our own 
character development and other people’s well-being. What kind of person will we 
become when we practice to achieve certain outcomes at faster rates and lower costs? 
What virtues will be cultivated when patience is not valued? When corporate leaders 
are anxious to seek opportunities created by AI and want to get ahead of their 
competition, they have shown a willingness to take higher risks to speed up and scale 
their deployment of AI that may end up harming human beings and society in the long-
run (Murray, 2024). Will safety be treated only after problems arise? Who is most 
vulnerable to the risks of faulty AI systems in the current global market economy? 
When we are used to communicating with AI machines, will we forget that it is a 
machine? Will our communication with AI machines increase our illusion of mastery 
and reduce our implementation abilities in reality? Will the loser in this ruthless AI 
competition be justified to bear the cost of AI disruption or AI mistakes created by 
emerging properties of generative AI systems? Will our rationalization of AI 
adaptability and responsibility deny basic human values like justice and dignity?  

We need to think deeply about how we can have a broader engagement of people in the 
development and deployment of AI in different sectors such that AI will not “amplify 
and reproduce the forms of power it has been deployed to optimize” (Crawford, 2021, 
p. 224). How should flourishing ethics be incorporated into the AI system? How should 
our education system equip our students to know how to work closely with AI and also 
how to develop good practices that better incorporate broader values for human 
flourishing?  

We need to demand AI companies to invest in the development of safe AI first and 
research human interfaces in AI design. What values are advocated in the process of 
development and deployment of AI systems? Can humans control AI systems? Do we 
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expect scientific and bureaucratic expertise to devise efficient and effective mechanisms 
for securing the goals of AI regulations even though AI is rapidly evolving beyond the 
benchmarks set by industries and politicians? Now, many business enterprises are 
motivated by the short-term benefits of integrating AI into their workplace and are 
doing their best to adapt as quickly as possible. We perceive that we can control AI 
when we are allowed to interrupt AI systems (Baker, 2020).  

Why do we value mercy from other humans and not from robots? Why will patients be 
angry when they find out that the apology letters they received from doctors were 
written by AI? Why do humans still value human connections in many crucial legal and 
medical judgments and decisions? Tasioulas (2022) explained we need human judges 
rather than robot judges because we value human accountability while “autonomous 
machines that do not have a share in human solidarity and cannot be held accountable 
for their decisions in the way that a human judge can ”(p. 238). We want “the ideal of 
reciprocity among fellow citizens that is central to the rule of law” (p. 237) even though 
the autonomous machine may have better transparency, procedural fairness, and 
explainability than human judges.  

What is the intrinsic value of actual labor? Will the benefit of automation convince 
employers to replace select occupations with AI? What is the collective vision of an AI-
ecosystem that supports human flourishing? Tasioulas (2022) concluded that “our focus 
must be properly integrating AI technology into a culture that respects and advances 
the dignity and well-being of humans, and the nonhuman animals with whom we share 
the world, rather than on the highly speculative endeavor of integrating the dignity of 
intelligent machines into our existing ethical framework” (p. 240). How do we preserve 
our genuine human interactions in an increasingly automated work environment?  

Can humans cede basic levels of thinking and skill-acquisition processes to AI and 
instead focus on higher-order thinking skills based on AI outputs? The concern is that 
when basic skills are ceded to machines, humans lose the opportunity to develop 
higher-ordered skills through scaffolding. This could result in many superficial users 
who over-rely on machines and accept AI solutions without questions. Conversely, 
sophisticated users will know how to effectively prompt and input tasks for AI, using 
their prior knowledge to judge the validity of the information. Some may apply ethical 
principles when working with AI, continually questioning their purposes for using AI 
and resisting being controlled by machines. Their experience of using AI as professional 
development tools and their communication with AI must be learned by superficial 
users.  

AI co-evolves with society and changes our expectations about the functions of AI and 
the meanings of intelligence provided by AI. As AI becomes associated with prolonged 
processes of social and technological co-evolution, we can collectively question how 
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economic and political structure, power, and the dynamics of social (in) justices created 
by AI generate more dialogues on what needs to be changed for more people to 
economically and socially flourish (Fassin & Das, 2021). Without productive 
questioning, we cannot easily adapt to the changes and expect a better return without 
paying attention to the direction of the technology. Sheikh et al. (2023b), “The 
development of system technologies is often unpredictable, and their effects cannot be 
fully anticipated…The generic nature of such technologies implies that they have the 
potential to affect all public values” (p. 100). It is essential to provide a better 
environment for the development and deployment of AI for public benefit and develop 
a collective vision of better ecosystems for human flourishing.  

Recommended Practices 

Both the World Health Organization (WHO, 2023) and the United Nations Educational, 
Scientific and Cultural Organization (UNESCO, 2023) affirm the immense potential of 
AI to transform healthcare and education. They propose to develop safe and equitable 
AI ecosystems to promote human flourishing. For example, AI should enhance human 
capabilities to build inclusive digital futures for all and should never be an authoritative 
source of knowledge on whatever topic it engages with (UNESCO, 2023). In health care 
policy, AI should protect autonomy; promote well-being, human safety, and the public 
interests, ensure transparency, explainability, and intelligibility; foster responsibility 
and accountability; ensure inclusiveness and equity; and promote AI that is responsive 
and sustainable (WHO, 2023).  Inclusive growth dialogues such as global tax regimes 
for the digital age, global competition policy, intellectual property rights, data and 
information policy, and new transparency regulations must be adopted to share 
economic prosperity around the globe (Geiger & Iaia, 2024; Lee, 2024). AI innovation 
should be steered toward more labor-using and greater shared prosperity (Korinek et 
al., 2021; Partnership on AI, 2022). Advanced economic should prioritize AI innovation 
and integration for better products and services for human flourishing, instead of just 
focusing on saving labor and lowering the cost of production (Aghion et al., 2021). They 
should provide robust regulatory frameworks to guide these “superstar” AI companies. 
Emerging economies and lower-income countries are supported to have more 
investment in digital infrastructure and a digitally competent workforce. Emerging 
economies and poor countries have to discern what AI-labor devices, rather than AI-
labor-saving devices should be adopted. 

The public is educated enough to know what AI is and is incentivized enough to 
balance the dominant perspectives of a select few rich technology companies.  “An 
efficient and effective government, a well-functioning financial system, the absence of 
corruption, and civic stability are all important in supporting families, work, education, 
and religious communities in the promotion of individual flourishing; and the study of 
how more macro-and state-level factors influencing human flourishing is needed as 
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well.” (VanderWeele, 2017). Russell (2024) advised that the only visible long-term 
option is to have mathematically guaranteed and provably beneficial AI. He urged the 
development of safe AI rather than an AI-safe culture. We need to construct and design 
safe AI first and determine the goals first before the design. This recommended practice 
goes against the current norms of the development and deployment of AI that seek to 
develop AI capabilities first, then constrain the capabilities for safety, and finally define 
the goals of the AI after mistakes are found in the pre-existing training data. 

Policy-makers and regulators are recommended to introduce all technical, social, 
economic, and scientific dimensions of AI systems in society (Bommansani et al., 2023) 
through the following five key tasks: clarify what AI is and focus on actual risks and 
opportunities (i.e., demystification); create a functional ecosystem to make AI work (i.e., 
contextualization); involve diverse stakeholders from civil society to address relevant 
values and interests affected by the use of AI technology (i.e., engagement); develop a 
directive framework (i.e., regulation); and engage wisely with other global actors (i.e., 
societies) (Sheikh et al., 2023b). These five tasks steer the process of co-development 
between technology and society. The progress of AI and the shared benefits of AI are 
most likely to be maximized in democratic societies that allow many stakeholders to 
contribute and control the direction of AI’s development (Acemoglu & Johnson, 2023). 
Thus, human beings need to be conscious of the dynamics between AI and the social, 
economic, political, and historical context that supports AI. 

With good governance, AI can facilitate human flourishing. The good governance of AI 
encompasses a broad array of “processes of governing, whether undertaken by a 
government, market, or network, whether over a family, tribe, formal or informal 
organization, or territory, and whether through laws, norms, power, or language” 
(Bevir, 2012, p. 1). Individual developers must integrate ethical and legal issues much 
earlier in their design stage of AI. Organizational users must implement quality 
assurance and data governance policies. Local and international governments must 
enforce modified copyright laws, national guidelines, and intellectual property laws in 
an AI-driven world. We all need to address the three most important ethical issues 
raised by AI: privacy and surveillance, bias and discrimination, and accountability and 
transparency. The meaning of privacy indeed varies in different contexts, influenced by 
cultural, legal, and social factors. Understanding these nuances is critical for developing 
AI systems that respect privacy across diverse settings.  

Conclusion and Future Research 

AI is inevitably changing our work, values, and lives. With better public education 
about what AI is and a broad engagement of the public about the direction of AI, we 
can rebalance the power between AI technology companies and consumers. We must 
know what AI is and understand its limitations. The effectiveness of AI depends on the 
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contexts that support AI. We need to be conscious of our core human values such as 
genuine human contact and the dignity of work that are gradually being replaced by AI 
as the development of technology mainly focuses on the economics of scale, efficiency, 
and lower costs.  The adoption process of mature AI technology into the familiar 
workflow needs to be monitored. We need safe AI rather than an AI safe culture! AI-
innovation should be steered toward labor-using rather than labor-saving for greater 
justice. Advanced economics should prioritize AI innovation and integration, providing 
a robust regulatory framework and capital tax to ensure these few AI companies 
compensate those whose lives are disrupted. Emerging markets and low-income 
countries should invest in digital infrastructure and a digitally competent workforce, 
adapting AI labor-using, rather than labor-saving purposes. The co-development 
process between society and technology should involve wider stakeholder participation 
to enhance human flourishing in an AI-driven world. More stakeholders need to be 
invested in the discourse around AI systems and demand higher safety and security 
standards from these technology companies. There is no autonomous system that must 
be held accountable for the result: humans and human lives will always be held 
accountable. Inclusive global dialogues that enable emerging economies and low-
income countries to have voices and be compensated fairly in the global competition 
policy, intellectual property rights, data and information policy, and new transparency 
regulations must be adopted.  

More research needs to be conducted about human-system interaction and 
communication (Eshelman et al., 2012; Lyreskog et al., 2023; Vaill, 1989).  

These are future research questions:  

1. How to solve AI’s inequality problems?  
2. How can the benefits of AI be shared by more people, specifically those on 

the margins of power and wealth?   
3. What new skills and knowledge do humans need to effectively communicate 

with AI, especially when steering AI innovation for labor-using rather than 
labor-saving for greater justice? 

4. How do the development and deployment of AI challenge existing legal 
norms, such as copyright protection and antitrust laws, given that AI 
foundation models are currently being monopolized by a few companies? 

5. What are the challenges posed by fragmented legal regulations governing AI 
when different countries do not harmonize their AI regulations while 
competing for national security interests? 

Our current choices in understanding, using, and regulating AI systems will determine 
whether AI tools enable human flourishing or not. The integration of AI into our 
current social-political-technology systems must address current challenges such as 
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data quality, technical infrastructure, organizational capacity, responsible practices, 
global inequality and poverty, and power imbalance between the few AI “superstar” 
companies and emerging economies and low-income countries. Without proper 
interventions and steering AI innovation toward labor-using practices and greater 
shared prosperity, social and wealth inequality could increase, even among 
knowledgeable workers in developed countries. AI will increase inequality, poverty, 
and social and political unrest around the globe when inclusive growth dialogues are 
not quickly implemented. More people need to be educated about what AI is and 
collectively demand better AI ecosystems that respect the dignity of work, autonomy, 
justice, and community development.   
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